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1 An Overview 

And finally, what about the ~agical number seven? What about the 
seven wonders of the world, the seven seas, the seven deadly 
sine, the aeven daughters of Atlas in the Pleiades, the seven 
ages of man, the seven levels of hell, the seven primary colors, 
the seven notes of the musical scale, and the seven days of the 
week? What about the seven-point rating ecale, the seven 
categoriea for absolute judgement, the seven objects in the span 
of attention, and the seven digits in the span of immediate 
memory? For the present I propose to withhold judgement. 
Perhaps there is something deep and profound behind all these 
sevens, something just calling out for us to discover it. But I 
suspect that is is only a pernicious, Pythagorean coincidence. 
Miller(1956:96) 

"A perennial question associated with the use of rating scales is: How many 

response categories should be included?" (Rao and Green, 1970:33). To 

researchers and scholars, especially those users of the University of 

Michigan's Aaerican National Election Study who have become accustomed to 

utilizing seven point scales, a question of why seven point scales instead of 

two, three or five will often elicit an answer such as "better statistical 

properties", "more variance", "finer classification", "you can always 

collapsed it down to a dichotomy or trichotomy", and so forth. Indeed 

Andrews and Withey(1976:86 n.17) note that "Seven-point scales provide more 

sensitive indications of respondent's feelings than do three-point scales . . 
. relatively new evidence suggeats that three-category scales capture only 

80-90 percent of the total variation, whereas seven-category scales capture 

virtually 100 percent of it." However there is little experimental evidence 

that switching from dichotomous and trichotomous representations of an 

underlying continuous variable to seven point rating scales with labelled 



endpoints are justified. 

1 
The study of confidence in institutions and institutional leaders is one 

such topic where there is a large body of survey data 'but a paucity of 

experimental data on whether the three point scale, "Great deal of 

confidence; Only some; or Hardly any at all" is the proper medium to use. 

Until now there has been no national level comparison of the number of 

categories and particularly none of a set of items to widely used and cited 

us those for confidence in institutions. 
2 

In 1984 the General Social Survey performed an experimental test of the 

effect of varying the number of response categories for the traditional 

confidence questions. The traditional wording was asked on two-thirds of the 

the sample while the experimental seven point scale was asked of a 

representative third. The analysis that follows is an attempt to 

investigate the effect the change in response categories haa on the 

inter-item correlation. If the traditional wisdom is right, the seven point 

scales are to be preferred to the three point scale because they should 

capture more of underlying variation in the variables and have higher 

inter-item correlations suggesting that they tap the underlying continuum of 

confidence better (Bollen and Barb, 1981; Cochran, 1968; Conner, 1978; 

Gephart, 1983; and Ramsey, 1973). 

1. For an exhaustive review of the subject see Lipset and Schneider(l983). 

2. The most recent edition of the GSS Bibliography (Smith and Ward, 1984) 
lists an average of approximately 90 publications that utilize the 13 
confidence itens. 

3. The question wordings for the two forms and the marginals are presented in 
the appendix. 



2 Theoretical Literature 

2.1 Categorizing Continuous Variable8 -- Some Definitiona 

There ,are two fundamental questions to. be addressed in the discussion of 

ordinal variables: the first is how reliable is the discrete ordinal 

representation of the latent continuous variable and second, do the necessary 

errors induced by the process of categorization produce significant errors in 

correlations. In addition as a corollary question, are those errors reduced 

by the use of seven categories as opposed to three. The impact of these two 

questions directly affects the conclusions to be drawn from the evaluation of 

the scales. 

This section will review what the literature has to say about these 

questions. 
4 

Hensler and Stipak(1979) provide a few useful definitions which I will use 

frequently throughout this discussion. 

4. 0°Brien(1984) notes that there is an extensive literature regarding the 
relationship between the continuous, underlying variables and their ordinal 
representations, but that they take two different forms, 

- Rank Order Heasures -- Each case from the underlying distribution is 
given a different rank. 

- Rank Category Measures -- Each case front the underlying distribution is 
placed into one of a relatively small number of ordered categories. 

In general much of the literature has examined only one aspect of the 
problem, that of the correlation between the measured score and the 
underlying continuum. This is an epistemic correlation. 



- Categorization Error -- This is the loss of intracategory information. 

These errors result when the underlying scores in a category are not 

homogeneous. Thus even the best possible score assigned to a category, 

one that produces no transformational error, will cause some distortion 

of the underlying acore. A single category value cannot represent then 

without some error. 

- Transfornation Error -- This occurs if the measured categories are not 
linear transformations of the mean values of the underlying scores in 

the categories. 

Each of these two general types of error which are created in the process of 

categorization will adversely affect the reaults of analyses that assume 

interval ~neasures.~ In general most of the work done were simulation studies 

as there was little experimental evidence until now and none from a 

representative national sample. 

2.2 Literature -- How Many Categories to Use 

Green and Rao noted that there are two schools of thought on the sublect of 

rating scales and the number of categories: 

It is here that the field splits rather markedly into two camps. 
One group of rating-scale users advocates employing as fine a set 
of response categories as can be handled by the subject; for 
example, an 11-point or even a 21-point scale. Other researchers 
recommend -- either for coding and analytical convenience, or 
based on opinions about respondenta' limited discrimination 
abilities -- the use of only two- or three-point rating scales. 

5. Indeed the "process of categorizing two correlated continuous variables 
creates measurement errors that are correlated" .as Kim and Rabjohn(1979:3) 
have shown. 



Members of this latter group seem to feel that inclusion of a 
large number of scales "aakes up" for the coarseness of response 
categories. (1970:33) 

Green and Rao investigated the effects of changes in the number of 

categories on the degree of reproducibility of an initial spatial 

configuration using a multidimensional scaling routine. They drew two 

"pragmatic" recommendations: 

1. Whenever possible use at least six point items. 

2. Try to use at least eight individual items that "cover" the 

hypothesized dimensions. 

In a reply Benson(l971) argued the practical convenience and the frequency of 

use of two- and three-point scales are strong points in their favor and 

should argue for their retention. 

tehman and Hulbert(1972) delineated the conditions under which two- and 

three-point scales nay be adequate for empirical use. They felt that much of 

the controversy over the appropriate number of scale steps stems from the 

different goals investigates have for the ultimate use of the items. The key 

question is whether the focus is group (average) or individual behavior. If 

one is interested in averages across people or will aggregate several 

individual items to produce a scale then two or three acale points are in 

general "good enough". However if the focus is on individual behavior, five- 

to seven-point items should be used. As they concluded, 

The key issue in deciding how many scale points to use is thus to 
balance the various benefits and costs involved. Increasing the 
number of scale points reduces the rounding error as a benefit, 
but say a180 increese the cost of administration, non-response 
bias, and respondent fatigue. Since averaging tends to reduce 
the rounding error, when scales are to be averaged the costs of 



increasing the nunber of scale points will usually outweigh the 
benefits. When individual scales are to be analyzed, using a 
minimum of 5 to 6 scale points is probably necessary to get an 
accurate measure of the variable and hence the benefits of 
increasing the number of scale points will often outweigh the 
costs (1972:446). 

While most advocates of a large number of categories approach are willing 

to settle for the "magic number seven", there are even more refined scales in 

common use, such as the 101-point Michigan feeling thermometer and the 

10-point Gallup scalometer. In addition the magnitude measurement scaling 

approach rejects any limit on the nunber of scale categories (Lodge, 1981). 

2.3 What Values Should the Categories Have 

Hensler and Stipak(1979) described a number of methods for estimating 

category scale values since certain coding schemes can produce a markedly 

nonlinear representation and will not represent the true, underlying metric 

of the variable. 
6 

They propose as a proper criterion for the assignment of values the 

following: 

Proper assignment of category values requires assigning values 
that nininize nonlinear distortions of the underlying variables 
being measured. The task can be thought of as preserving the 
relative inter-category distances -- that is, constructing an 
observed variable that is a linear transformation of the 
underlying variable (plus an error tern due to loss of 
intra-category information). The original scale usually cannot 
be established, since the units of the underlying metric are 
typically undefined, as in the case of a political attitude 
(1979:630). 

As they conclude, 

6. Hensler and Stipak sought to minimize transformational error. 



Analysts applying interval-level statistics to survey data should 
carefully scrutinize pre-existing category values to guard 
against using any aarkedly nonlinear measures of the true 
variables. However, simple statistical analyses will usually not 
be highly aensitive to minor variations in the choice of category 
values. Since the product-moment correlation is quite stable 
over a wide variety of nonlinear nonotone transfornations of the 
numbers assigned to the categories, researchers using only 
bivariate correlations or other very simple statistical 
techniques need not expend great effort in choosing among 
slightly different assignment schemes. In such cases 
equal-interval assignment will often be a reasonable choice. 

For more sophisticated research the proper assignment of category 
values, as well as other measurement problems, can be crucial. 
Although the choice of category values may have only minor effect 
on simple correlation, it may make a critical difference when 
estimating the regression coefficients of two highly correlated 
independent variables or when comparing alternative causal models 
(1979:647). 

Even under the best of conditions using rank category measures of 

underlying continuous variables (ordinal variables) causes errors or 

distortions in the results of statistical analysis. Uoreover as 

O'Brien(1982:605) commented, "Actually, all measures of continuous variables 

involve some classification of the underlying variate-values into categories, 

however finely graded." 

ODBrien(1982) concluded that the degree of distortion depends upon at least 

four factors: 

1. The form of the underlying distribution (not necessarily normal). 

2. The marginal distributions of the variables. 

3. The scoring system employed to minimize transformational errors in the 

underlying variable. Thia may range from trivial to aubstantial 

depending upon the above two points. [Note this is the gain from using 

a traditional equal distance scoring systes.1 



4. The number of categories utilized. As the number of categories 

increases the distortion decreases. The decrease is very substantial 

as categories increase from two to four. 

2.4 Bivariate and Beyond 

"Analysts of social science data often need the flexibility and 
power of interval level statistics, even though strictly interval 
measurement has not been achieved." Hensler and Stipak(1979). 

There have been three basic approaches to the problem in the literature. 

One is the argue that an ordinal statistic such as Kendall's Tau can be 

utilized as an analogue to Pearson's product moment correlation and input 

into multivariate statistical routines that demand interval level data. The 

second approach has been to calculate the interval level statistics directly 

from the data, treating the ordinal data as if it were interval. The last is 

to transform the ordinal data into a form that preserves the underlying 

metric and apply interval level statistics such as Pearsonian correlations 

thus minimizing transformational error. The question this section will 

address is: How ruch is the Pearsonian correlation between two continuous 

variables distorted when the items are measured using rank categories. 
7 

Labovitz(l967, 1970) argued that the use of interval-level statistics with 

ordinal level data does not lead to large errors. As he wrote, 

. . . certain interval atatistics can be given their interval 
interpretations with caution (even if the variable is 'purely' 
ordinal), because the 'true' scoring system and the assigned 
scoring system, especially the equidistant system, are always 
close as measured by r <1970:523). 

7. Note that this is exactly the motivation for the development of the tetra- 
and polychoric correlations. 



The conclusions from these two papers have been used by sociologists to 

justify the use of seven and even four point scales as interval and hence 

amenable to advanced statistical techniques. There are two major liaitations 

to the studiee though; first his rank order variable has 31 categories and' 

second, he assumed a uniform underlying distribution. 

Wartin(1973, 1978) investigated the effects of scaling on the Pearson 

product moment correlation. Again with simulation data, he found that 

generally the correlation coefficient decreases as the number of response 

categories growa smaller. The largest amount of lost information is 

associated with the higher true correlations and small numbers of 

categories. His simulation findings suggested the use of 10 points or more 

on a scale whenever possible. 

O'Brien (1979) found that if one is willing to assume either a normal or 

uniform underlying distribution the use of a rank order value causes little 

distortion in r. However he noted that if the distribution is skewed the use 

of ordinal deta as interval level is not warranted and even worsens as the 

number of categories increases. 

3 Empirical Results from a Comparison of Correlations 

3.1 1984 GSS Experiment 

On the 1984 GSS an experimental comparison of the effect of varying the 

number of response categories was conducted. . The GSS samples English 



speaking persons 18 years of age or older, living in non-institutional 

housing within the continental United States. The GSS has been conducted 

annually since 1972 (excluding 1979 and 1981) and now comprises 18,586 cases 

and 884 variables. The 1984 survey enployed full probability sampllng from 

the 1980 SRC-NORC sampling fraae. (For details see Davis and Smith, 1985). 

On two thirds of the sample, the traditional three point iten was asked while 

on the remaining third, a modified version with a seven-point, bipolar rating 
- 

scale was utilized. The question wordings and format for the two versions 

are presented in the appendix. The univariate distribution of the two 

versions are presented in Table 1. 

From the simulation studies cited previously and from the conventional 

"wisdon" it is expected that the seven-point version would more adequately 

measure the underlying latent dimension of confidence that the traditional 

three-point item. This should manifest itself as higher inter-iten 

associations between confidence items using the seven-point scale. 

Since the Gamma statistic is a well known and frequently utilized ordinal 

statistic, it provides the basis for the first comparison of the inter-item 

association of the traditional, three point confidence iteas and the variant 

seven-point scale items. The simple average gammas, computed for the raw, 

uncollapsed variables, showed the three point version to have, not 

surprisingly, a higher Bean gamma t.354 to .238). 

The seven point scales were then collapsed into three categories to afford 

some measure of comparability. Three different methods were used. The first 



approximates a typical recoding of a seven point scale, where the extreme two 

categories are combined and the niddle three make up the center category. 

The second method is just a variant of the first. Instead of combining the 

three niddle categories into a center code, any direction either way is 

combined with the extremes. Thus the niddle category is really a niddle 

ahowing no direction whatsoever, either to "Complete Confidence" or "Hardly 

Any Confidence At All." The last nethod of collapsing the seven-point scales 
- 

attempted to duplicate the distribution of their three-point counterparts. 

The procedure was the sane as the first with the exception of the variables 

CONLABOY and CONBUSY. 
8 

The mean gammas and their mean differences are shown in Table 3. The first 

method (with cuts 1,2/3,4,5/6,7) a nean gamma of ,315, a figure close to but 

still smaller than for the three point version. The other two also produced 

mean gammas slightly lower than the traditional version with mean differences 

of .057 and .043 respectively. These differences are however not large and 

should be regarded a8 trivial differences (Table 3). 

3.3 Spearman's Rho and Kendall's Tau-b 

This section discuoses the results of two nonparametric tests, Kendall's 

Tau-b and Spearman's Rho. These distribution free tests are extremely useful 

in cases where :parametric statistics such as Pearson's r are not appropriate 

or where there is some question (our case) as to their behavior. 

8. The variable CONLABOY was cut 1/2,3,4/5,6-,7 while CONBUSY was cut 
1,2/3,4/5,6,7. 



The Spearman's rho or rank coefficient is a Pearson's r in actuality but 

performed instead on the ranks of the data rather than the values 

themselves. The interpretation of the coefficient is the same as a Pearson's 

except the relationship deals with ranks and not metric values. 

Kendall's Tau-b is a similar coefficient to gamma and is based on the 

number of concordant and discordant pairs. The distinguishing feature is the 

particular way it deals with tied ranks. 
9 

SpearmanCs rho yields a slightly higher average inter-item correlation for 

the seven-point scale items, but of a trivial (-,022) nagnitude. Conversely 

the other distribution free measure utilizing ranks, Kendall's Tau-b, yields 

a positive difference, a mean difference of .010, but again a figure of 

trivial iapact (Table 4) .  

3.4 Equal Interval 

This section deals with the use of the Pearson correlation with the 

confidence items. Three different tests were applied to the correlations 

obtained by using the variables scored with equal distance intervals. This 

is the case, probably the moat common in practice, that utilizes the 13 

confidence variables exactly as they are coded (or under some linear 

transformation) and inputs them directly into a statistical routine that 

9. Harija Norusis states that tau-b " . . . normalizes P - O by considering 
ties on each variable in a pair separately but not ties on both variables . . ." (1983:57>. 



asaumes interval-level data. 
10 

The first test on the equal interval correlationa is a global one, a direct 

assessment of the equality of the correlation matriceo. The test is simple 

to perform using LISREL. One merely defines the two matrices to be invariant 

across samples. l1 The difference between the two may be assessed by a 

chi-aquare test. The test statistic, with 104 degrees of freedom, is 97.54 

- which has a p-value of 0.659, hardly significant. The result supports the 

hypothesis that overall there are no appreciable differencea between the 

inter-item correlations of the three point scale and the seven point 

version. 

The second test simply examines the average of the inter-item correlations 

and the differencea between the forms. Though not technically.the best way 

to proceed (because' of r's sampling distribution) it haa the advantage of 

being simple and intuitive. The mean correlationa and the average difference 

are reported in Table 5. The seven-point items have a slightly higher average 

correlation, aome .013 higher than the three-point items, but the difference 

ia not terribly big. The results support the findings of the global 

10. As the SPSS manual has cautioned for years, the program makes no check of 
level of measurement; its factor analysis aubprogram will do a factor 
analysis on nominal data. Any such decision is left to the analyst and his 
or her conscience. 

11. Technically what is done is to say each observed variable is a perfectly 
measured indicator of a latent construct. The inter-correlations of the 
latent variables, the phi matrix in the LISREL terminology, is then just the 
input correlation matrix of the observed variables. The phi matrix is then 
constrained to be invariant acroas samples by use of the PHI=INV parameter on 
the MODEL card. The statistics reported reflect only the formal test of the 
78 constraints on the model, the 78 unique correlations which are set equal 
to each other. 



chi-square test of no difference. 

3.5 Normal Scoring 

One way to address the problem of transformational error is to provide 

values for the categories rather than just use equal distance codes. If one 

assumes or believes the latent variable is distributed in some particular 

fashion one can estimate categories values based on that assumption. One can 

think of the observed proportions then, as estimates of the areas under some 

probability density function of the latent, continuous variable. 

It is often convenient to assume the underlying latent variable to possess 

a normal distribution. Given this assertion we can use the procedure 

12 
outlined in Guilford(1954:237) to estimate the values for the categories. . 
The computed category values for three-point and seven-point scales are 

presented in Table 6. 

Standard Pearsonian correlation coefficients were computed for each unique 

pair of the 13 confidence items for each form (Table 7). The results are 

virtually identical to the results obtained previously in the equal interval 

case; a slightly higher mean inter-item correlation for the seven-point scale 

items, but of a very small magnitude. 
13 

12. This is often referred to as items scoring or more simply psychometric 
scaling . 
13. A global test using LISREL was applied to the matrices of normally scored 
items. This yielded a test statistic, distributed as chi-square, of 99.35 
with a p-value of 0.611, again an insignificant result. 



3.6 Fisher's 2 Transformation 

A proper teat of the difference between two correlations requires some 

prior knowledge of the propertiea of r. Its sampling distribution is in 

general not symmetrical. l4 noreover the distribution becomes more and more 

skewed as the absolute value of the correlation approaches unity. Because of 

the difficulties in the computation of confidence intervals and hence of 

statistical inference, what is normally done is to transforn the sample 

correlation into a new variate with a sampling distribution that is 

approximately normal and proceed in the usual fashion. This is, of course, 

the well known Fisher's Z trahsfor~nation.~~ For both the equal interval 

correlations and the correlations based on n normal scoring, the Fisher's 2 

transformation was applied (Tables 8 and 9). Of the 78 unique pairs of 

correlations for both equal interval and normelly scored correlations, only 

seven were significantly different at the .05 level. Two were positive and 

five negative. Given chance alone we would expect 4 to exceed the .05 

level. 

An inveatigation of the "lack of fit" between the correlations reveals some 

intereeting results. Seven "correlations pairs" of the 78 possible pairs of 

correlations are significantly different at the .05 level of significance 

(two tailed) for both Equal Distance and Normal Scoring. In addition these 

14. The distribution is synaetrical only in the trivial case where rho=O. 

15. The formula is z=0.5*lnC(i+r)/(l-r)1 where r is the saaple r. 

1/2 
Its standard error is l/(N-3) . 



same seven pairs appear to generally cluster at the extremes for the other 

methoda also. The seven pairs are as follows: 

- CONFED CONBUS 

- CONLEGIS CONCLERGY 

- CONARHY CONMEDIC 

- 'CONSCI CONCLERGY 

- CONARHY CONSCI 

- CONSCI CONJUDGE 

- CONSCI CONHEDIC 

The correlation for' the first two pairs was higher for the three-point 

version. The remaining five pairs, each involving either "Medicine" or the 

"Scientific Community", were negative. Though I will not explore it here in 

this paper, it is suggestive that much of the observed lack of fit is due 

primarily to the incluaion of the variable "CONSCI" and its variant 

"CONSCIY", the items which probed the degree of confidence in the scientific 

Community. 

Previous research (Smith, 1981) has shown this item to be one of the least 

reliable with only 65.7% of a 1978 sample able to express just what they 

thought was meant by the term "Scientific Community." Further 5.2% gave 

irrelevant or wrong answers. It seems plausible to hypothesize that 

confidence in the scientific community is being measured better by the new 

scale than the old, leading to higher inter-item correlations, while no such 



improvement ia found with the other institutions. This is a subject for 

further research. 

3.7 Polychoric Correlations 

Rather than rescore the rank category variable and then compute a Pearson 

product moment correlation, Ulf Olsson approached the problem from a 

different perspective. He instead generalized the tetrachoric correlation to 

the general n-category case. Under bivariate normality assumptions, the 

polychoric correlation may be computed for an n-category polytomous 

variable. 
16 

In using polychoric correlations the analyst is usually struck by the fact 

that they are much larger than the correlations one normally presented with. 

In general, Olsson notes, the polychoric correlation is larger in magnitude 

that the Pearson correlation computed from equal interval, ordinal data. 

Table 10, sunmarizing three of this simulations, ahows that the polychoric 

correlation tends to have a slight positive bias. For the purists it should 

be noted that the polychoric correlation, although more efficient than the 

tetrachoric correlation, atill does not have the statistical propertiea of 

the Pearson correlation even asymptotically. Despite its statistical 

difficulties and the lack of data on robustness, it remains one of the best 

16. Olsson actually derived two procedures, the first a maximum likelihood 
method that estimates both the thresholds and the value of the correlations 
simultaneously. The second, though less formally correct, is computationally 
easier and first computes the thresholds from the cumulative marginal 
proportions and then estimates the correlation. It is the second, two step 
procedure that is used here. For the details of the computational procedures 
see Olsson(l979a). 



approximations to the "true" underlying correlation. 

To illustrate the differences between the alternative scalings of the 

variables, I will use an example from Olsson's seminal 1979 artiGle, the data 

coming fron Table 7 of his simulation study. 

The data were generated fron a bivariate normal distribution with a 

theoretical correlation (rho) of .SO00 and a positive skew of unity for the X 

17 
variable. The generated table, with one skewed variable and one with an 

approxi~nately normal distribution is a common situation in everyday survey 

research. Using a computer program written by O'Brien(1984b), we can 

generate the expected pearson correlation coefficient given any specified 

marginal distributions. I generated three different cases: (1)Equal Cell 

Proportions: (2)Synmetrical 27/46/27 Proportions; and (3)Observed Marginals. 

17. The actual description is as follows: 

The thresholds were placed so that, for each variable, the 
probabilities of the classes 1, . . . , a were the same as those 
of a binomial distribution with parameters P and n=s-1. 
Parameter P was chosen so that the skewness of the distribution 
attained specified value8 5." (1979a:451). 



Table 11 is a summary of the reanalyaia of Olaaon'a Table 7. 

Theoretically if one aasulnes equal cell proportions or a roughly normal 

distribution, approximately 67-68% of th8 underlying variance is captured 

(66.75 and 67.80 respectively). Given the marginal8 (one skewed, one 

normal), our ability is slightly diminished to eone 58% of the variance. If 

we ignore everything and lust compute a Pearson correlation from the data 

(implicitly assuming equal intervals), we are reduced even nore to a little 

more than half, 55%. The polychoric correlation, however, accurately captures 

fully 97% of the variance. 
18 

18. Peters and Van Voorhis in their 1940 work, Statistical Procedures and 
their Mathematical Bases, provide a set of correlation factors for Pearson 
product moment correlations with a limited number of scale points, which does 
remarkable well in "correcting" an observed correlation to what the "true" 
correlation would be. 

Assuming classes are centered about the midpoint of the interval: 

Rxy 
Rx*y' = ------------ 

Rxx' Ryy' 

Where: - 

Rx'y' = Best estimate of bivariate correlation. 

Rxy = Pearson product moment correlation with limited number of 
scale points. 

Rxx = Correction factor for X. 

Ryy = Correction factor for Y. 

For three categories the correction factor is .859, while for seven it is 
.970. For Olason's Table 7, the observed correlation of ,3697 is "corrected" 
to 0.5010, a slight overestimate of the true value. As Warren Martin noted 
"The application of the appropriate eet to selected "calculated" rs . . . 
reveal that the corrected rs are for pragmatic purposes the same as the 
"true" ra" (1978:307). 



As Olsaon rightly concluded: "The differences between the correlations 

estimated by our method8 and the correlations computed as if the data had 

been on an interval scale . . . are seen to be large." (1979a:457). 

The polychoric correlation analysis of the confidence items yields results 

similar to the above with the notable exception the that the mean difference 

in the polychoric correlations reverses sign indicating a larger average 

inter-item correlation among the traditional three point scale items. 

4 Factor Structure 

Olsson(1979b:443) concluded that the application of factor analysis to 

discrete data nay lead to incorrect conclusions regarding the number of 

factors and to biased estimates of the nagnitudeo of the factor loadings,' 

eapecially if the distributions are skewed in opposite direction. 

08Brien(1984a:2) notes that "these distortions 'reverberate' throughout the 

parameter estimate8 produced by correlation based statistical techniques". 

The results of the factor analysia upon the matrices 05 Equal Interval, 

Normal Scoring, and Polychoric correlations was inconclusive. While the 

factor pattern was quite stable across scoring methods and extraction methods 

within form, there were significant difference across forms. 

The three-point version, the traditional question wording and response 

categories, yielded a factor pattern that nay be interpreted. In fact, the 

results fron a reanalysis of previous data suggest further problems with the 

variable, CONSCI, "Confidence in the Scientific Community." 



The factor analysis for the pooled 1980 through 1983 GSSs (weighted in 1982 

to account for the overssmpling of blacks) resulted in four factors being 

retained. However there are aome discrepancies across factoring methods. In . 
general each factor may be clearly labeled: 

- Establishment -- CONFINAN, CONBUS, CONARMY, CONCLERG, and CONEDUC. 

- Anti-Establishment -- CONPRESS CONTV, and CONLABOR. 

- Government -- CONLEGIS, CONFED, and CONJUDGE. 

- Technical/Scientific --  CONSCI and CONMEDIC. 

Principal Components analysis clearly reveals the above pattern. For other 

methods, such as Maxinum Likelihood or Unweighted Least Squares, the variable 

CONMEDIC, "Confidence in Medicine", loads primarily on the "Establishment" 

factor leaving CONSCI alone to define its own factor. Noreover, an 

examination of the inter-factor correlation matrix indicates that CONSCI 

correlates weakly with the other items. 
19 

For 1984 the picture is slightly different. Instead of four factors being 

extracted and retained, there were only three. Even when a four factor 

solution was inposed upon the data, mixed results appear. 20 The only 

consistent result is the appearance of the "Anti-Establishment" factor, the 

19. The correlations are .2485, .1914, and -.I489 for factors 1, 3, and 4 
respectively. The correlation with factor 1 is higher than the others 
because of the presence of CONMEDIC. For the principal coaponents analysis. 
where CONSCI and CONMEDIC defined a factor, the correlations were .1510, 
.1171, and -.I091 for factors 1, 2, and 4 respectively. 

20. Note the first four eigenvalues are 3.73, 1.22, 1.06, and 0.93. 



triad of CONPRESS, CONTV, and CONLABOR. The other three factors are either 

uninterpretable or trivial. 

Th2 seven point scale items also produced only three factors, more alike to 

the pooled 1980-83 results than to 1984 seven point scale results, but 

diffsrent still the sane. For the principal components analysis the 

difference is clear. The "Technical/Scientific" factor splits up with 

Medicine loading on the "Establishment" factor and the Scientific Community 

loading on the "Government" dimension. However the Maximum Likelihood and 

Unweighted Least Squares analysis yield uninterpretable results. 

The s~btle patterning of the correlations as well as the type of factor 

model applied to the data, is a topic that deserves far more attention than I 

will give it in this analysis. It is a topic for further study and thought. 

Suffice it to say that in general across methods and factor models the 1984 

data are different both from each other and from recent years. 
2 1 

5 Conclusions 

The conclusions from this study are null: the inter-iten correlation is not 

appreciably different in the seven point ~ersion of the confidence questions 

than in the traditional three point item. This results has been shown to 

hold for Pearson correlations computed for items with Equal Intervals and 

Normally Scored. It has been shown for gammas, Spearman's Rho, Rendall's 

21. Note that only the traditional three-point item was used for the analyses 
on earlier years. 



Tau-b. Even for what one could argue is the noat appropriate correlation, 

the polychoric, the sane pattern has held. 

This only difference one can find is in the application of the methods of 

factor analysis to the matrices of correlations. There one obtaina peculiar 

results, but results that are different from historical trends and nay 

reflect sone idiosyncratic nature of the 1984 data rather than a global 

truth. 

We have some cause to echo Jacoby and Hatell's 1970 assertion and Benson's 

1971 support that the practical convenience make three point Likert scales 

"good enough." While caution should be exercised anytime one applies 

techniques that are clearly not appropriate to a set of data, it appears from 

the reaulta presented here that investigators nay continue to do so without 

undo violence to the data. 
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69 I F  FORM " X u  OR "Y" ASK 4 . 3 2 .  FORH "2" GO M 9 . 3 3 :  - 32 .  I am g o i n g  t o  name some i n s t i t u t i o n s  i n  this c o u n t r y .  As f a r  a s  t h e  
p e o p l e  runn ing  t h e s e  i n s t i t u t i o n s  a r e  concerned ,  would you s a y  you have 
a g r e a t  d e a l  o f  c o n f i d e n c e ,  o n l y  some c o n f i d e n c e ,  or h a r d l y  any con- 
f i d e n c e  a t  a l l  i n  them? READ EACH ITEM, CODE ONE FOR EACX. REPEAT THE 
QUESTION, OR CATEGORIES, AS NECESSARY. 

A. Major companies 

B. Organized r e l i g i o n  1 

A g r e a t  
d e a l  o f  

c o n f i d e n c e  

C. Educa t ion  1 2 3 8 

D. Executive branch 
o f  t h e  f e d e r a l  
government  1 

Only some 
c o n f i d e n c e  

E. o r g a n i z e d  l a b o r  1 

F. P r e s s  1 2 3 8 

G. Medicine 1 2  3  8 

H .  TV 1 2  3 8 

Hardly any 
c o n f i d e n c e  

a t  a l l  

I. U.S. Supreme C o u r t  1 2 3  8 

DON'T 
KNOW 

J. S c i e n t i f i c  comrnuni t y  1 2 3 

K. Congress  1 2  3 8 

L. M i l i t a r y  

M. Banks and f i n a n c i a l  
i n s  ti t u t i o n s  1 

SKIP M 9.34 D 



I F  FORM "2" ASK 4.33. FORMS "X" AND " Y "  GO TO Q.34: 

33. I am going t o  name some i n s t i t u t i o n s  i n  t h i s  country .  Some people have 
- - 

complete confidence i n  the  peop le  running these  i n s t i t u t i o n s .  Supgose 
t h e s e  people a r e  a t  one end of the  s c a l e  a t  p o i n t  number 1 .  Other 
people have no confidence a t  a l l  i n  the  people running these  i n s t i t u -  
t i o n s .  Suppose t h e s e  people a r e  a t  the  o t h e r  end, a t  po in t  7. And, of 
course ,  o t h e r  people have opinions  somewhere i n  between a t  point  2, 3, 
4, 5 o r  6. Where would you p lace  yourself  on t h i s  s c a l e  f o r  . . . 
READ EACH ITEM, CODE ONE M R  EACH. REPEAT THE QUESTION AS NECESSARY. 

Complete 
Confidence 

I 

Confidence DON' T 
A t  A l l  KNOW 

I 
- 

A. Major 
companies 01 02 03 04 05 06 07 9 8 

B. Organized 
r e l i g i o n  01 02 03 04 05 06 07 9 8 

C. Education 01 02 03 04 05 06 07 98 
- - -  - 

D. Executive 
branch of 
the  f e d e r a l  
government 01 02 03 04 05 06 07 9 8 

E. Organized 
l abor  01 02 03 04 05 06 07 9 8 

F. Press  01 02 03 04 05 06 07 9 8 

G. Medicine 01 02 03 04 05 06 07 98 

I. U.S. Supreme 
c o u r t  01 02 03 04 05 06 07 

J. S c i e n t i f i c  
community 01 02 03 04 05 06 07 9 8 

K. Congress 01 02 03 04 05 06 07 98 

L. M i l i t a r y  01 02 03 04 05 06 07 98 

M. Banks and 
f i n a n c i a l  
i n s t i t u t i o n s  01 02 03 04 05 06 07 98 



Table 1 

Confidence Distributions of Three- and Seven-Point Scales 

Form XY Form Z 

FINAN 

BUS 

CLERG 

EDUC 

FED 

LABOR 

PRESS 

MEDIC 

nt 

JUDGE 

SCI 47.4 46.7 5.9 14.3 27.4 22.4 19.7 7.0 6.3 2.9 

LEGIS 12.7 65.0 22.2 4.3 11.4 19.6 27.8 17.7 11.9 7.3 

ARHY 37.1 49.8 13.2 16.4 15.9 17.7 24.4 13.8 7.3 4.5 

Source: 1984 General Social Survey. 



Table 2 

Comparison of Interitem Gammas 

VARIABLES 
3 Pt. 7 Pt. Collapsed Collapsed 2 

7 Pt. 7 Pt. 

CONFINAN 
CONFINAN 
CONFINAN 
CONFIN AN 
CONFIN AN 
CONFINAN 
CONFINAN 
CONFINAN 
CONFINAH 
CONFINAN 
CONFINAN 
CONFINAN 
CONBUS 
CONBUS 
CONBUS 
CONBUS 
CONBUS 
CONBUS 
CONBUS 
CONBUS 
CONBUS 
CONBUS 
CONBUS 
CONCLERG 
CONCLERG 
CONCLERG 
CONCLERG 
CONCLERG 
CONCLERG 
CONCLERG 
CONCLERG 
CONCLERG 
CONCLERG 
CONEDUC 
CONEDUC 
CONEDUC 
CONEDUC 
CONEDUC 
CONEDUC 
CONEDUC 
CONEDUC 

CONBUS 
CONCLERG 
CONEDUC 
CONFED 
CONLABOR 
CONPRESS 
CONMEDIC 
CONTV 
COWJUDGE 
CONSCI 
CONLEGIS 
CONARMY 
CONCLERG 
CONEDUC 
CONFED . 
CONLABOR 
CONPRESS 
CONMEDIC 
CONTV 
CONJUDGE 
CONSCI 
CONLEGIS 
CONARMY 
CONEDUC 
CONFED 
CONLABOR 
CONPRESS 
CONMEDIC 
CONTV 
CON JUDGE 
CONSCI 
CONLEGIS 
CONARMY 
CONFED 
CONLABOR 
CONPRESS 
CONMEDIC 
CONTV 
CON JUDGE 
CONSCI 
CONLEGIS 



CONEDUC 
CONFED 
CONFED 
CONFED 
CONFED 
CONFED 
CONFED 
CONFED 
CONFED 
CONLABOR 
CONLABOR 
CONLABOR 
CONLABOR 
CONLABOR 
CONLABOR 
CONLABOR 
CONPRESS 
CONPRESS 
CONPRESS 
CONPRESS 
CONPRESS 
CONPRESS 
CONMEDIC 
CONMEDIC 
CONMEDIC 
CONMEDIC 
CONMEDIC 
CONTV 
CONTV 
CONTV 
CONTV 
CON JUDGE 
CON JUDGE 
CON JUDGE 
CONSCI 
CONSCI 
CONLEGIS 

CON ARMY 
CONLABOR 
CONPRESS 
CONUEDIC 
CONTV 
CON JUDGE 
CONSCI 
CONLEGIS 
CONARUY 
CONPRESS 
CONUEDIC 
CONTV 
CON JUDGE 
CONSCI 
CONLEGIS 
CON ARMY 
CONMEDIC 
CONTV 
CONJUDGE 
CONSCI 
CONLEGIS 
CONARHY 
CONW 
CON JUDGE 
CONSCI 
CONLEGIS 
CONARUY 
CON JUDGE 
CONSCI 
CONLEGIS 
CONARUY 
CONSCI 
CONLEGIS 
CONARHY 
CONLEGIS 
CON ARMY 
CONARUY 

l ~ h e  7-point scale was 

2 ~ h e  7-point .sale was 

collspaed with the cuts: 1,2/3,4,5/6,7 

collspaed with the cuts: 1,2,3/4/5,6,7 



Tabla 3 

Comparison of Inter-item Gammas 

Mean Difference from 3 point 

3 point Scale .3% - 

7 point Scale .238 .I17 

7 point (Collapsed) .315 .040 

7 point (Collapsed) 
2 

.297 .057 

7 point (Collapsed) 
3 

.311 .043 

'~calas ara cut as follows: 1,2/3,4,5/6,7. 

2~cales are cut as follows: 1,2,3/4/5,6,7. 

3 ~ ~ ~ ~ ~ S Y  ia cut a. 1,2/3.4/5,6.7: CONLABOY is cut as 1/2,3,4/5,6,7: 
and the remainder a8 1,2/3,4,5/6,7. 



Table 4 

Comparison of Spearman Correlation Coefficients 

VARl VAR2 

CONFED CONBUS 
CONLEGIS CONCLERG 
CONTV CONEDUC 
CONFED CONCLERG 
CONTV CONBUS 
CONJUDGE CONBUS 
CONJUDGE CONPRESS 
CONARXY CONFED 
CONJUDGE CONCLERG 
CONTV CONCLERG 
CONWEDIC CONLABOR 
CONPRESS CONEDUC 
CONEDUC CONBUS 
CONLABOR CONEDUC 
CONTV CONWEDIC 
CONPRESS CONBUS 
CONJUD6E CONTV 
CONLEGIS CONBUS 
CONARHY CONEDUC 
CONFED CONFINAN 
CONARMY CONJUDGE 
CONPRESS CONFED 
CONPRESS CONCLERG 
CONEDUC CONFINAN 
CONEDUC CONCLERG 
CONLEGIS CONEDUC 
CONTV CONLABOR 
CONJUDGE CONEDUC 
CONBUS CONFINAN 
CONARWY CONLEGIS 
CONJUDGE CONFINAN 
CONPRESS CONFINAN 
CONTV CONPRESS 
CONSCI CONFED 
CONSCI CONTV 
CONLABOR CONBUS 
CONLEGIS CONFINAN 
CONMEDIC CONPRESS 
CONWEDIC CONFED 
CONSCI CONEDUC 
CONCLERG CONBUS 
CONW CONFED 
CONLABOR CONCLERG 

SPEARXY 



CONW CONFINAN 
CONARHY CONPRESS 
CONPRESS CONLABOR 
CONLABOR CONFINAN 
CONARMY CONLABOR 
CONSCI CONPRESS 
CONHEDIC CONBUS 
CONJUDGE CONFED 
CONLEGIS CONFED 
CONJUDGE CONLABOR 
CONLEGIS CONJUDGE 
CONLEGIS CONSCI 
CONARMY CONFINAN 
CONHEDIC CONCLERG 
CONSCI CONBUS 
CONFED CONEDUC 
CONARXY CONTV 
CONLEGIS CONLABOR 
CONLEGIS CONTV 
CONSCI CONFINAN 
CONJUDGE CONHEDIC 
CONLEGIS CONPRESS 
CONARHY CONBUS 
CONHEDIC CONFINAN 
CONARHY CONCLERG 
CONSCI CONLABOR 
CONCLERG CONFINAN 
CONLEGIS CONHEDIC 
CONLABOR CONFED 
CONSCI CONHEDIC 
CONHEDIC CONEDUC 
CONSCI CONCLERG 
CONSCI COW JUDGE 
CONARHY CONSCI 
CONARMY CONHEDIC 

Source: 1984 General Social Survey. 



Table 5 

Comparison of Correlations Using Equal Interval Scoring 

VARIABLES FORH XY FORM 2 DIFFERENCE 

CONFED 
CONLEGIS 
CONTV 
CONTV 
CON JUDGE 
CONFED 
CONHEDIC 
CON JUDGE 
CON ARMY 
CON JUDGE 
CONEDUC 
CONTV 
CONBUS 
CON JUDGE 
CONARHY 
CONLABOR 
CONLEGIS 
CONPRESS 
CONTV 
CONTV 
CONPRESS 
CONPRESS 
CONPRESS 
CONLABOR 
CONEDUC 
CONFED 
CONEDUC 
CONJUDGE 
CONARHY 
CONLEGIS 
CON JUDGE 
CONCLERG 
CON ARMY 
CONTV 
CONPRESS 
CONTV 
CONHEDIC 
CONLEGIS 
CONLABOR 
CONSCI 
CONHEDIC 

CONBUS 
CONCLERG 
CONBUS 
CONEDUC 
CONBUS 
CONCLERG 
CONLABOR 
CONPRESS 
CONFED 
CONCLERG 
CONBUS 
CONCLERG 
CONFINAN 
CONFINAN 
CON JUDGE 
CONEDUC 
CONBUS 
CONEDUC 
CONHEDIC 
CONLABOR 
CONFED 
CONBUS 
CONCLERG 
CONBUS 
CONFINAN 
CONFINAN 
CONCLERG 
CONTV 
CONEDUC 
CONEDUC 
CONEDUC 
CONBUS 
CONLEGIS 
CONFED 
CONFINAN 
CONPRESS 
CONFED 
CONFINAN 
CONCLERG 
CONTV 
CONPRESS 



CONSCI 
CONSCI 
CONMEDIC 
CONLABOR 
CONTV 
CONARMY 
CONSCI 
CONPRESS 
CONSCI 
CONMEDIC 
CONARHY 
CON JUDGE 
CONARHY 
CON ARMY 
CONJUDGE 
CONLEGIS 
CONSCI 
CONXEDIC 
CONLEGIS 
CONSCI 
CONLEGIS 
CONLEGIS 
CONLABOR 
CONLEGIS 
CONLEGIS 
CONMEDIC 
CONFED 
CONLEGIS 
CONARHY 
CONARMY 
CON JUDGE 
CONCLERG 
CONARHY 
CONSCI 
CONSCI 
CON ARMY 
CONSCI 

CONFED 
CONEDUC 
CONBUS 
CONFINAN 
CONFINAN 
CONLABOR 
CONPRESS 
CONLABOR 
CONBUS 
CONFINAN 
CONBUS 
CONLABOR 
CONPRESS 
CONFINAN 
CONFEI) 
CONFED 
CONLABOR 
CONCLERG 
CON JUDGE 
CONFINAN 
CONLABOR 
CONSCI 
CONFED 
CONTV 
CONPRESS 
CONEDUC 
CONEDUC 
CONMEDIC 
CONCLERG 
CONTV 
CONMEDIC 
CONFINAN 
CONHEDIC 
CONCLERG 
CONJUDGE 
CONSCI 
CONMEDIC 

Source: 1984 General Social  Survey 



Table 6 

Category Values for Normal Scoring -- Three Point Scale 

- 

Categories 

Variable 1 2 3 

CONFINAN 

CONBUS 

CONCLERG 

CONEDUC 

CONFED 

CONLABOR 

CONPRESS 

CONHEDIC 

CONTV 

CONJUDGE 

CONSCI 

CONLEGIS 

CON ARMY 



Tabla 6 Continued 

Category Value8 for Normal Scoring -- Seven Point Scale 

Categories 
- - -  pp 

Variable 1 2 .  3 4 5 6 7 

CONFINAY 

CONBUSY 

CONCLERY 

CONEDUCY 

CONFEDY 

CONLABOY 

CONPRESY 

CONHEDIY 

CONTW 

CONJUDGY 

CONSCIY -1.5909 -.5938 -0728 .6574 1.1386 1.5924 2.3069 

CONLEGIY -2.1140 -1.3044 -.6714 -.Olga .5836 1.1244 1.9096 

CONARHYY -1.5049 -.7050 -.2260 ,3111 -8993 1.4137 2.1267 



Tabl. 7 

Difference. Between Correlations Using Normal Scoring 

VARIABLES 

CONFED 
CONLEGIS 
CONTV 
CONJUDGE 
CONFED 
CON JUDGE 
CONTV 
CON ARMY 
CON JUDGE 
CONHEDIC 
CONTV 
CONBUS 
CONEDUC 
CONTV 
CONLEGIS 
CONPRESS 
CON ARMY 
CONPRESS 
CONTV 
CON JUDGE 
CONPRESS 
CONFED 
CON JUDGE 
CONLABOR 
CONCLERG 
CONLABOR 
CONPRESS 
CONTV 
CON JUDGE 
CON ARMY 
CONTV 
CONLABOR 
CONEDUC 
CONHEDIC 
CONLEGIS 
CON ARMY 
CONPRESS 
CONLEGIS 
CONARNY 
CONMEDIC 
CONSCI 
CONTV 
CONLABOR 

CONBUS 
CONCLERG 
CONBUS 
CONPRESS 
CONCLERG 
CONBUS 
CONEDUC 
CONFED 
CONCLERG 
CONLABOR 
CONCLERG 
CONFINAN 
CONBUS 
CONLABOR 
CONBUS 
CONFED 
CON JUDGE 
CONCLERG 
CONFED 
CONFINAN 
CONBUS 
CONFINAN 
CONTV 
CONBUS 
CONBUS 
CONEDUC 
CONEDUC 
CONPRESS 
CONEDUC 
CONLEGIS 
CONHEDIC 
CONCLERG 
CONFINAN 
CONFED 
CONFINAN 
CONLABOR 
CONFINAN 
CONEDUC 
CONEDUC 
CONPRESS 
CONEDUC 
CONFINAN 
CONFINAN 

FORM XY FORM Z DIFFERENCE 



CONEDUC 
CONPRESS 
CONSCI 
CONHEDIC 
CONSCI 
CONSCI 
CONARWY 
CONJUDGE 
CONLEGIS 
CONARHY 
CON JUDGE 
CONHEDIC 
CONHEDIC 
CONSCI 
CONARHY 
CONLABOR 
CONLEGIS 
CONLEGIS 
CONLEGIS 
CONLEGIS 
CONSCI 
CONJUDGE 
CONLEGIS 
CON ARMY 
CONSCI 
CONHEDIC 
CON ARMY 
CONFED 
CONCLERG 
CONLEGIS 
CONSCI 
CONSCI 
CONSCI 
CONARHY 
CONARWY 

CONCLERG 
CONLABOR 
CONFED 
CONBUS 
CONPRESS 
CONTV 
CONBUS 
CONLABOR 
CONFED 
CONPRESS 
CONFED 
CONCLERG 
CONFINAN 
CONBUS 
CONFINAN 
CONFED 
CONPRESS 
CON JUDGE 
CONLABOR 
CONTV 
CONLABOR 
CONHEDIC 
CONSCI 
CONTV 
CONFINAN 
CONEDUC 
CONCLERG 
CONEDUC 
CONFINAN 
CONHEDIC 
CONWEDIC 
CONCLERG 
CON JUDGE 
CONHEDIC 
CONSCI 

Source: 1984 General Social Survey 



Table 8 

Comparieon of Equal Interval Correlations Using Fieher's Z 

VAR1 VAR2 PAIRXY PAIR2 21 22 NORHDEVl PVALUEl 

CONFED CONBUS 
CONLEGIS CONCLERG 
CONTV CONBUS 
CONW CONEDUC 
CONJUDGE CONBUS 
CONFED CONCLERG 
CONJUDGE CONPRESS 
CONWEDIC CONLABOR 
CONARHY CONFED 
CONJUDGE CONCLXRG 
CONEDUC CONBUS 
CONTV CONCLERG 
CONBUS CONFINAN 
CONJUDGE CONFINAN 
CONARHY CONJUDGE 
CONLABOR CONEDUC 
CONLEGIS CONBUS . 
CONPRESS CONEDUC 
CONTV CONHEDIC 
CONTV CONLABOR 
CONPRESS CONFED . 
CONPRESS CONBUS 
CONPRESS CONCLERG 
CONLABOR CONBUS 
CONEDUC CONFINAN 
CONFED CONFINAN 
CONEDUC CONCLERG 
CONARHY CONEDUC 
CONJUDGE CONTV 
CONLEGIS CONEDUC 
CONJUDGE CONEDUC 
CONCLERG CONBUS 
CONARHY CONLEGIS 
CONTV CONFED 
CONPRESS CONFINAN 
CONTV CONPRESS 
CONHEDIC CONFED 
CONLEGIS CONFINAN 
CONLABOR CONCLERG 
CONSCI CONTV 
CONWEDIC CONPRESS 
CONSCI CONFED 
CONSCI CONEDUC 



CONLABOR CONFINAN 
CONMEDIC CONBUS 
CONTV CONFINAN 
CONSCI CONPRESS 
CONARMY CONLABOR 
CONPRESS CONLABOR 
CONSCI CONBUS 
CONMEDIC CONFINAN 
CONARMY CONBUS 
CONJUDGE CONLABOR 
CONARMY CONPRESS 
CONARHY CONFINAN 
CONSCI CONLABOR 
CONJUDGE CONFED 
CONNEDIC CONCLERG 
CONLEGIS CONFED 
CONSCI CONFINAN 
CONLABOR CONFED 
CONLEGIS CONSCI 
CONLEGIS CONJUDGE 
CONLEGIS CONLABOR 
CONLEGIS CONTV 
CONLEGIS CONPRESS 
CONNEDIC CONEDUC 
CONLEGIS CONMEDIC 
CONARHY CONCLERG 
CONFED CONEDUC 
CONARHY CONTV . 
CONJUDGE CONMEDIC 
CONCLERG CONFINAN 
CONARHY CONMEDIC 
CONSCI CONCLERG 
CONARMY CONSCI 
CONSCI CONJUDGE 
CONSCI C0NMEI)IC 



Table 9 

Comparison of Equal Interval Correlations Using Fisher's 2 

VARl VAR2 

CONFED CONBUS 
CONLEGIS CONCLERG 
CONTV CONBUS 
CONJUDGE CONPRESS 
CONFED CONCLERG 
CONJUDGE CONBUS 
CONARHY CONFED 
CONTV CONEDUC 
CONJUDGE CONCLERG 
CONHEDIC CONLABOR 
CONTV CONCLERG 
CONBUS CONFINAN 
CONEDUC CONBUS 
CONTV CONLABOR 
CONLEGIS CONBUS 
CONPRESS CONFED 
CONARHY CONJUDGE 
CONTV CONFED 
CONPRESS CONCLERG 
CONJUDGE CONFINAN 
CONFED CONFINAN 
CONPRESS CONBUS 
CON JUDGE CONTV 
CONLABOR CONBUS 
CONCLERG CONBUS 
CONLABOR CONEDUC 
CONPRESS CONEDUC 
CONTV CONPRESS 
CONJUDGE CONEDUC 
CONARHY CONLEGIS 
CONTV CONMEDIC 
CONLABOR CONCLERG 
CONEDUC CONFINAN 
CoNnEDIc CONFED 
CONLEGIS CONFINAN 
CONARHY CONLABOR 
CONPRESS CONFINAN 
CONLEGIS CONEDUC 
CONSCI CONEDUC 
CONMEDIC CONPRESS 
CONARHY CONEDUC 
CONLABOR CONFINAN 
CONEDUC CONCLERG 

RECXY RECZ 



CONTV CONFINAN 
CONSCI CONFED 
CONSCI CONPRESS 
CONHEDIC CONBUS 
CONPRESS CONLABOR 
CONSCI CONTV 
CONARMY CONBUS 
CONJUDGE CONLABOR 
CONARHY CONPRESS 
CONMEDIC CONCLERG 
CONLEGIS CONFED 
CONHEDIC CONFINAN 
CONSCI CONBUS 
CONJUDGE CONFED 
CONLABOR CONFED 
CONARHY CONFINAN 
CONLEGIS CONPRESS 
CONSCI CONLABOR 
CONLEGIS CONLABOR 
CONLEGIS CONTV 
CONSCI CONFINAN 
CONLEGIS CONJUDGE 
CONARMY CONTV 
CONJUDGE CONMEDIC 
CONLEGIS CONSCI 
CONARHY CONCLERG 
CONMEDIC CONEDUC 
CONCLERG CONFINAN 
CONFED CONEDUC 
CONLEGIS CONHEDIC 
CONSCI CONHEDIC 
CONSCI CONCLERG 
CONARMY CONSCI 
CONARMY CONMEDIC 
CONSCI CON JUDGE 



Table 10 

Differences Between Polychoric Correlations 

VARIA 

CONFED 
CONLEGIS 
CONTV 
CONTV 
CON JUDGE 
CON JUDGE 
CON ARMY 
CONFED 
CONEDUC 
CON JUDGE 
CONBUS 
CONLABOR 
CONHEDIC 
CONLEGIS 
CONLEGIS 
mwm 
CONTV 
CONTV 
CONEDUC 
CONARHY 
CONARHY 
CONFED 
CONARHY 
CONPRESS 
CONPRESS 
CONPRESS 
CON JUDGE 
CON JUDGE 
CON JUDGE 
CONTV 
CONTV 
CONCLERG 
CONPRESS 
CONEDUC 
CONLEGIS 
CONLABOR 
CONARHY 
CONTV 
CONPRESS 
CONHEDIC 
CONMEDIC 
CONLEGIS 
CONMEDIC 

CONBUS 
CONCLERG 
CONBUS 
CONEDUC 
CONPRESS 
CONBUS 
CONFED 
CONCLERG 
CONBUS 
CONCLERG 
CONFINAN 
CONEDUC 
CONLABOR 
CONBUS 
CONEDUC 
CONLABOR 
CONCLERG 
CONPRESS 
CONFINAN 
CONLEGIS 
CONEDUC 
CONFINAN 
CON JUDGE 
CONEDUC 
CONBUS 
CONFED 
CONEDUC 
CONFINAN 
CONTV 
CONFED 
CONMEDIC 
CONBUS 
CONCLERG 
CONCLERG 
CONFINAN 
CONBUS 
CONLABOR 
CONFINAN 
CONLABOR 
CONPRESS 
CONBUS 
CONFED 
CONFED 

DIFFERENCE 



CONSCI 
CONSCI 
CONLEGIS 
CON JUDGE 
CONPRESS 
CONLABOR 
CONSCI 
CONLABOR 
CONSCI 
CONARMY 
CONLEGIS 
CON ARMY 
CONXEDIC 
CON JUDGE 
CONLEGIS 
CONSCI 
CON JUDGE 
CONFED 
CONLEGIS 
CONLABOR 
CONMEDIC 
CON ARMY 
CONMEDIC 
CONSCI 
CONARNY 
CONLEGIS 
CONSCI 
CON ARMY 
CONSCI 
CONLEGIS 
CONCLERG 
CONSCI 
CONSCI 
CONARXY 
CONARMY 

CONEDUC 
CONFED 
CON JUDGE 
CONFED 
CONFINAN 
CONCLERG 
CONBUS 
CONFINAN 
CONPRESS 
CONBUS 
CONSCI 
CONFINAN 
CONFINAN 
CONLABOR 
CONLABOR 
CONTV 
CONMEDIC 
CONEDUC 
CONPRESS 
CONFED 
CONCLERG 
CONPRESS 
CONEDUC 
CONFINAN 
CONTV 
CONTV 
CONLABOR 
CONCLERG 
CONMEDIC 
CONXEDIC 
CONFINAN 
CON JUDGE 
CONCLERG 
CONMEDIC 
CONSCI 

Source: 1984 General Social Survey 



Table 11 

Correlations baaed on Olsson's Table 7 

Correlation ~ a t i o  (rC/r)' 

True Value .SO00 - 
27/46/27 Proportions .4117 

Equal Proportions .4085 

Given Harginals .3803 

Observed Correlation .3697 54.67 

Polychoric Correlation .4914 96.59 

Note: r is the true,.underlying correlation and r is the calculated value. 
C 



Table 12 

Average Correlations a,b 

--- 

Form XY F o r ~  2 Xean Difference 

Ganaa ,354 

Kendall Tau-b .208 

Spearnan'e Rho .222 

Equal Interval Scoring .223 

Normal Scoring 

Polychoric 

(I N=78 

Source: 1984 General Social Survey 


